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Abstract

Risk-Based Testing means designing and prioritizing tests to reflect the probability of occurrence of types of potential failures as well as the consequent damage from occurrence of such types of failures. This is a great strength of Risk-Based Testing over traditional Specification-Based Testing, because conventional requirements elicitation and specification processes focus on what the system is supposed do when used as intended. It is very unusual for these conventional processes to consider what might go wrong; so few specifications ever address what could go wrong and whether it matters. Both the probability and the consequent damage typically depend strongly on the domain of application of the system under test, so it is difficult to imagine how either factor could be assessed without considerable domain knowledge. 

According to Wikipedia, domain knowledge is knowledge about the environment in which the target system operates. It is important to recognize that this definition goes beyond the science and technology applicable within that domain. It also includes the physical, economic, and information environment. It includes the people who will interact with the software, their needs and expectations, their sophistication, skill levels and motivation, their behavior, foibles and blunders. It might even include other applications common in that domain, their structure, their implementation techniques, and their error log history. Domain knowledge can suggest appropriate properties to test, and can shape test cases.

This presentation illustrates with examples and assignments how students can be taught to use domain knowledge to derive risk-based testing. Although a test group who has been working for years on applications within the same domain will develop their own domain knowledge, newcomers to a domain must elicit appropriate domain knowledge from other stakeholders in order to do Risk-Based Testing. The presentation therefore also considers how to teach that.

Introduction

Risk-Based Testing means designing and prioritizing tests to reflect the probability of occurrence of types of potential failures as well as the consequent damage of occurrence of such types of failures. Risk-Based Testing is a very powerful unified conceptual framework for thinking about testing. Suitable assumptions of which stakeholders matter, and costs of particular failures that affect them, combined with suitable assumptions of the probability of those failures, correspond to many different strategies for testing. For example, assuming that the developer is the only stakeholder that matters, that the costs are that the developer will not be paid if any contracted specification is violated, and that all specification violations will occur, is equivalent to Specification-Based Testing. These assumptions indicate what an unreasonably narrow perspective Specification-Based Testing usually is for a testing assignment. A great strength of Risk-Based Testing over traditional Specification-Based Testing is that usually Risk-Based Testing explicitly focuses effort into evaluating risks. Conventional requirements elicitation and specification processes focus on what the system is supposed do when used as intended. It is very unusual for these conventional processes to consider what might go wrong with that application; so few specifications ever address what could go wrong for the system and whether it matters.

In principle Risk-based Testing can be applied literally: enumerating all potential failures and quantifying for each its risk, i.e. the product of the probability of occurrence times the potential damage if that failure were to occur. Unfortunately, complications and practical difficulties quickly become evident if we try to apply Risk-Based Testing literally. 

· Enumerating and quantifying all potential failures is hard: some potential failures are difficult to anticipate

· Risk is subjective

· Quantifying risk is labor-intensive: experts must examine each case

· Risk depends on which stakeholder is affected (business risk usually matters most)

· Risks might even be dependent on time or other factors

· Probabilities of failure can depend on load or operational characteristics unknown before deployment at a particular site

· Uncertainty in high potential damage and low probabilities of occurrence mean risk predictions are poorly determined

Sometimes binning is performed to group together failures of similar risk. A common mathematical error in papers on risk is to bin the probabilities and the damage separately, and then claim to bin the risk as the product of the probability bin index and the damage bin index. Severity-class binning doesn’t really help

The existence of the recent US Patent 7197427 [Noonan 2007] creates additional hurdles for the literal use of Risk-Based Testing. Although it seems unlikely that this patent could stand up to a court challenge based on prior art, the nuisance of the prospect of legal harassment would discourage many.

The complications with a literal application of Risk-Based Testing have led some [Bach 1999a][Bach 199b] to instead use Risk-Based Testing in a looser sense, as an intuitive guideline to choosing and prioritizing tests. This is the sense that this presentation considers Risk-Based Testing.

Context of Topic

Bach’s heuristic approach to risk analysis was characterized as Inside-Out or Outside-In. Inside-Out begins with the details of the situation and identifies risks associated with them. Outside-In begins with a set of potential risks, and matches them to the details of the situation. This presentation builds on Inside-Out, but rather than using a developer to provide insight, we turn to domain knowledge, perhaps from stakeholders. Since this does not imply any knowledge about the actual internals of the system under test, the label Inside-Out is perhaps inappropriate.

According to Wikipedia, domain knowledge is knowledge about the environment in which the target system operates. It is important to recognize that this definition goes beyond the science and technology applicable within that domain. It also includes the physical, economic and information environment. It includes those people who will interact with the software, their needs and expectations, their sophistication, skill levels and motivation, their behavior, foibles and blunders. It might even include other applications common in that domain, their structure, their interfaces, their implementation techniques, and their error log history. Domain knowledge can suggest appropriate properties to test, and can shape test cases.

Testing public information kiosks is an example where domain knowledge can be even more important than specifications. The users of such kiosks are the general public, (ages 3 to 99, all skills and backgrounds) typically with no training beyond a general understanding of how to use computers. They have no role in the preparation of the specifications and probably will never know them. A primary requirement of kiosks is that they be “bulletproofed”, that is, that no action of a kiosk visitor short of physically damaging the equipment can interfere with use of the kiosk by a subsequent visitor. Because of the open-ended nature of this requirement, imaginative testing is crucial to investigating the property. 

Although a test group who has been working for years on applications within the same domain will develop their own domain knowledge, newcomers to a domain must elicit appropriate domain knowledge from other stakeholders.

Both the probability and the consequent damage of failures typically depend strongly on the domain of application of the system under test, so it is difficult to imagine how either factor could be assessed without considerable domain knowledge. 

To introduce use of domain knowledge, consider a troubleshooting experience faced by my daughter, who just started her career as a tester in Seattle. As a student in Montreal, for three years her network access in her apartment had been a D-Link Wireless Access Point, attached to a cable modem connected to the ISP Videotron. She worked with two laptops, a Mac and a Toshiba, connected through the wireless router; her roommates also used other laptops connected to the router wirelessly or via Ethernet cable. When she moved to Seattle and signed up for service from the ISP Comcast, she tried unsuccessfully to use the same equipment. The installer connected her Windows laptop directly to the cable modem and configured the connection. This provided unreliable service for a few weeks, then failed altogether. After extended discussions, Comcast Tech Support eventually suggested swapping end-for-end the cable between the cable modem and the computer. Presto: a solid reliable connection! Domain knowledge certainly made the tech support aware that poor connections are a common cause of intermittent or disconnected service. Undoing and refastening the existing connectors was tried without accomplishing a cure. Where deeper domain knowledge came in was in the appreciation that installed Ethernet connectors are not necessarily equivalent, so that swapping ends of the supposedly symmetric cable might produce better connections. Without such domain knowledge, what would possibly have lead to trying the end-for-end swap?

The more serious problem was that although her Toshiba now worked with the cable modem, her Mac PowerBook did not. Any attempt to use the Mac resulted in a diagnostic “Invalid pre-allocated IP address” from the ISP, even though the Mac was configured 
”using DHCP” and “renew DHCP Lease” was requested. Moreover, when she connected the wireless router to the cable modem, the two laptops could communicate with wireless router itself, but the wireless router could not communicate with the ISP, drawing the same “Invalid pre-allocated IP address” diagnostic as had the Mac. Domain knowledge, however, suggested performing a test exploiting a capability of the D-Link Wireless Access Point. The awareness that some ISP’s still register the Media Access Code (MAC address) of devices connecting to them, and reject attempted connection by any unregistered device, is domain knowledge about networking practice. Comcast had never mentioned that they do this. Nevertheless, because the MAC address of the D-Link device is software-writeable, it was easy to perform the test of setting that address to the MAC address of the Toshiba laptop. Presto: everything worked! As with reversing the cable ends, the test itself immediately resolved the failure, but thinking of trying the test would have been unlikely without domain knowledge.

The teaching challenge

We need examples and exercises to convince students that domain knowledge can be valuable in planning tests. We need exercises and assignments to give students practice in applying domain knowledge to do Risk-Based Testing. We need exercises to expose students to the experience of eliciting appropriate domain knowledge from other stakeholders in order to do Risk-Based Testing. For the first two it is advantageous to choose domains where domain knowledge is widely available, or can be succinctly summarized. For the third we need domains where the domain knowledge of specific stakeholders can be readily recognized.

Example 1

The BBST Foundations course currently has a nice exercise asking students to investigate two anomalies noted in the display of text in different word processors (Open Office, WordPad, and Word). The last question asked in the assignment is whether a string is displayed correctly. What tests might one try: what strings should the test display and what might the tester look for?

This question could easily be used to elaborate the exercise to introduce limited domain knowledge about typesetting in order to indicate potential sources of failures (with font substitution and accidentally selecting fonts associated with system, application or document, are you looking at the font you think you are?). Additionally, limited domain knowledge is enough to explain reasons why simplistic assumptions may be invalid (font hinting does not scale linearly, justification with kerning can mean display of successive characters are not independent, ligatures can mean successive characters may collapse into a single glyph).

Example 2
Software applications that involve input, output, storage and computation beyond alphanumeric text, (e.g. GIS applications; GPS applications; audio, video or multimedia applications; monitoring and control applications; etc.) often require domain knowledge in order to propose meaningful tests, or even to assess whether a test has passed or failed. Domain knowledge is particularly important when the potential defects are not in code, but in persistent data or databases.

Google Maps
 represents an application for which everyone has some domain knowledge, at least with respect to locations such as their home address. Google recently updated this application, including changing to new maps. The examples about to be cited all worked with the previous version of Google Maps, but previous versions do not represent useful oracles, because they are no longer accessible.

My home address is 111 Lakeshore Drive, Hammonds Plains, NS, Canada. Hammonds Plains is actually a district within the Halifax Regional Municipality; so using Halifax instead of Hammonds Plains is also a correct address. Both alternatives worked for the earlier version of Google Maps. With the new version, Hammonds Plains results in:

[image: image1.wmf]
Whereas Halifax results in:

[image: image2.wmf]
Although the second alternative appears to be more successful than the first, it is in fact much worse: although there is no indication of error, the location selected is actually in New Russell, a village 50 miles from Halifax!

Some experimentation leads to the discovery:

[image: image3.wmf]
This is the correct map location, but the address is incorrect: Lower Sackville is a different district in the Halifax Regional Municipality, whose boundaries are nowhere near my house.

Shifting west across the street from my house, the map shows streets Lakeshore Drive and Lewis Lake Terrace surrounding a blank area:

[image: image4.wmf]
The corresponding aerial photo shows that this blank area should be a lake (as it had been in earlier versions of Google Maps):

[image: image5.wmf]
Google Maps has always had a problem highlighting particular street addresses; the arrow often pointed to the lot next to the correct location. The new version is significantly worse, the arrow often pointing to a lot on the correct street but far from the correct lot. For instance the aerial photo for a previous address of mine, 13 Fairmount Road, Halifax, NS, points near the traffic circle at the end of the road, where the correct house is the third house to the left of the right angle turn and above the road. Are these failures serious? Domain knowledge as to how maps are used, such as to guide taxis or ambulances to a specific house, underscores how unacceptable these results might be.

[image: image6.wmf]
In situations that do not have a well-defined answer, e.g. a GPS finding the shortest route or quickest route from A to C, internal consistency is often as valuable as finding a reliable oracle. Understanding what constitutes internal consistency requires domain knowledge.  For example, we expect the route from A to C via B should be comparable to the sum of the routes from A to B and the route from B to C. (Why might it not be the same?) Predicting average transit time to travel a route from A to C is also challenging. Speed limits on each particular leg of the trip could be recorded in the database, but may have little to do with typical speeds maintained along that leg. Again internal consistency may be the best validity check. The use of internal consistency is orthogonal to risk analysis.

Example 3

Microsoft Silverlight and Photosynth are award-winning technology that exploits thousands of independent photographs to compose a montage of a location, facilitating zooming in or out, panoramic views, or projections from different perspectives. It was chosen by the Obama Presidential Inaugural Committee to enable live and on-demand video streaming of the official inauguration swearing-in ceremony on the PIC web site. Testing the effectiveness of such a montage is best accomplished by someone familiar with the scene (domain knowledge) choosing where to examine and reviewing the results for discrepancies and anomalies.

www.cnn.com/themoment
Other domains

In scientific applications, defects in the underlying theory and hence in the algorithms to compute theoretically defined quantities of interest have at least the same risk as coding errors or incorrect input data. Consequently, scientists often do not find it useful to make a distinction between these sources of error, and judge a scientific computation on how well it solves the posed problem.

Software for physically challenged (e.g. visually impaired) or otherwise less capable (e.g. non-native speakers) requires insights outside the experience of many developers or testers.

Eliciting Domain Knowledge

The challenge in giving students the experience in eliciting domain knowledge is finding stakeholders willing to commit time and energy to talking to students. Unfortunately, important stakeholders representing such issues as legal or regulatory concerns are important specialists with heavy workloads and little time to invest in helping students. 

Info websites, e.g. E-Government info sites, are a good example to look at users as stakeholders. Moreover many stakeholders are guilty of the same optimism as system owners and developers, suffering from the “sunny day” syndrome and only considering whether their interests are adequately taken into consideration when the system is working as it is supposed to.

Two classes of stakeholders routinely get to see what can go wrong: the operational staff who run the system, and customer support who are the frontline responders when customers find a system is not behaving as expected. These two groups can even predict the problems that will be experienced with a new system before its initial deployment, because they can draw analogies with similar systems they have dealt with in the past. For testing many systems, these two groups can provide invaluable domain knowledge, and posing exercises where students have to interview either or both to learn about potential risks is a plausible approach. Nevertheless, these groups are often small and overworked, so getting their attention may prove difficult.

However, for the public information kiosks mentioned earlier, we have a broader choice of knowledgeable stakeholders: the power users of the information that the kiosk provides. With today’s use of the internet, information kiosks are not limited to standalone devices that users walk up to, and many information kiosks are websites that organizations use to publish information they feel the public needs to access about their services and regulations. E-Government is a classic example, providing on-line access to everything from forms to tax laws, from procurement opportunities to instructions for making rebate claims. Companies too provide similar websites, product support being a common example. The owners of such websites have information that it is their responsibility to disseminate. The developers of such websites try to produce user-friendly tools to access this information. However the heavy users of such websites are the best equipped to identify their shortcomings: the situations they don’t handle well or at all, the information that is hidden, responses that are too complicated to be useful or even that lead to endless loops. There are many, many such websites, many, many of them are unbelievably bad, and so perforce there are many experts in their perversity and what needs to be remedied. Many of these experts delight in finding someone to listen to their litany of shortcomings. This is by far the best source of examples where students can interview experts and become familiar with what can go wrong, and practice codifying nonobvious situations that should be handled.

Another alternative that bears investigating it is the web, as a compendium of human experience, which can be searched for relevant domain experience.
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� Disclaimer: The cited failures are not exhaustive, more are easily found. Nor are they intended to disparage Google Maps. Similar failures can be found in other geospatial applications such as GIS or GPS systems.





